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ABSTRACT 

As artificial intelligence becomes more useable in industries, companies must be mindful 

of potential bias in their models. Bias in datasets and algorithms can cause a disparity in model 

output and can negatively impact minority groups. This paper describes potential adverse 

impacts of bias, sources of bias, and techniques for removing bias in machine learning models. 

The document's final sections examine an experiment in which a machine learning model for 

image classification was trained on a biased dataset and explored techniques to remove it. 

I trained the model on an intentionally biased dataset of dog and cat images to 

demonstrate the impact of bias. After achieving the baseline results, I then tested several bias 

mitigation techniques on the model to examine their ability to increase fairness in the output. 

Two methods directly addressed bias within the data, and the other two techniques addressed the 

bias within the model. Ultimately, this experiment found that specifying TensorFlow Keras’ 

class weights within the machine learning model provided the best fairness results by minimizing 

the difference between the false negative rate and the false positive rate of the testing dataset 

predictions. However, this technique also reduced the accuracy of the model. In industry, the 

accuracy and fairness tradeoff should be analyzed and assessed depending on each measure's 

potential harm. 

Keywords: 

Machine Learning; Bias; Classification; Fairness.  
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INTRODUCTION 

Industries worldwide are investing in machine learning to automate and optimize 

analytical problems to remove human bias. However, without close monitoring, these algorithms 

are subject to learn bias that was not intended to be part of the decision-making process. Machine 

learning models trained on partial data can believe that the biased distribution represents 

meaningful information (Kim, Kim, Kim, Kim, & Kim, 2019). Many studies have researched the 

different sources of bias in algorithms and have developed methods that allow programmers and 

data scientists to avoid bias in their algorithms. 

This paper is structured as follows. Section 2 explores the past research done on bias in 

machine learning. It defines essential definitions used throughout the paper, describes the various 

sources of bias found in data analytics and algorithms, details the challenges that come when 

attempting to address these biases, and describes solutions proposed by researchers. Section 3 

details the methodology designed for a machine learning experiment intended to demonstrate and 

reduce bias. It includes information on the data preparation, the machine learning algorithm, and 

the techniques used to remove the bias. Section 4 analyzes the results from the various 

combinations of data preparation and bias removal techniques, and section 5 concludes the 

paper. 

LITERATURE REVIEW 

 Utilizing machine learning is an effective, efficient way to optimize processes such as 

classification, prediction, and identification. However, it is crucial to ensure bias is not present 

within the model in a way that puts a group or a protected feature at a disadvantage. Bias is 

currently a heavily studied topic as more and more businesses are utilizing machine learning 

algorithms. Instances of bias have been found throughout various industries since machine 

learning has become more commonplace. For example, in 2015, studies reported that the Google 
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image search for "CEO" primarily depicted white men (Yapo & Weiss, 2018). A study at 

Carnegie Mellon University found that Google showed ads for high-paying executive jobs 1,852 

times to the male groups searching and only 318 times to the female groups (Yapo & Weiss, 

2018). In a situation such as this, the algorithm may have studied data on CEOs and observed 

that most people who hold these positions are white men. In this situation, the real-world 

samples could harm protected groups. 

 Risk assessment scores are another example of bias in algorithms that harm protected 

groups. These algorithms were originally designed to remove human bias from labeling past 

offenders on their likelihood of re-offending. Studies show that 47.7% of White offenders who 

were labeled lower risk did re-offend, while only 28.0% of African American offenders who 

were labeled lower risk did re-offend (Yapo & Weiss, 2018). This disparity in false predictions 

demonstrates a bias towards African Americans.  

Additionally, bias in algorithms that predict diagnostic decisions in hospitals could lead 

to life-threatening effects (Baer & Kamalnath, 2017; Gianfrancesco, Tamang, Yazdany, & 

Schmajuk, 2018). The use of an algorithm in health care diagnoses could lead to bias against low 

socioeconomic groups as they may not have access to complete labs and testing for diseases, 

limiting the amount of data in their record. The model could see this missing data as insufficient 

information to qualify for a diagnosis for a particular condition, potentially leading to a high 

false diagnosis rate in low socioeconomic groups (Gianfrancesco et al., 2018). 

 To further demonstrate the issue of bias in machine learning, I will explain definitions 

essential to this paper, the sources of bias in machine learning, the challenges that come with 

mitigating bias in machine learning, and the proposed solutions for overcoming these issues.  

Key Definitions 
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To understand what bias in machine learning is, it is essential to understand some key 

terms discussed in this paper. The terms covered are machine learning, bias, and fairness.  

Machine learning refers to algorithms that utilize analytical techniques to “teach 

computers to think like a human while processing ‘big data’ and calculations with high precision, 

speed, and supposed lack of bias” (Yapo & Weiss, 2018: 5365). There are three main fields of 

machine learning: supervised learning, unsupervised learning, and reinforcement learning 

(Bonaccorso, 2018; Raschka, 2016). Supervised learning's primary goal is to predict the labels, 

classes, or continuous outcomes of unseen data based on training data classifications (Raschka, 

2016). The experiment in this paper is a supervised learning problem. Unsupervised learning 

models are given data that is not labeled with the target class or classes. These models are 

typically used to find patterns in data. Reinforcement learning describes a field of machine 

learning in which a model continuously learns positive and negative outputs based on feedback. 

The algorithm learns based on its interactions with the environment over time (Raschka, 2016). 

Reinforcement learning is often utilized in robots that use artificial intelligence to learn from 

their environment. 

Bias can be defined as “any basis for choosing one generalization over another, other 

than strict consistency with the instances” (Mooney, 1996: 83). A dataset is biased when the 

representations of combinations of various features are disproportionate (Balakrishnan, Xiong, 

Xia, & Perona, 2020). Disproportionate representation can lead to unbalanced outputs in the 

model. One of the challenges that comes with removing supposed bias is that it is difficult to 

identify when bias negatively impacts the model. This is where fairness enters the conversation. 

Mehrabi, Morstatter, Saxena, Lerman, & Galstyan (2019) define fairness as “the absence of any 

prejudice or favoritism toward an individual or group based on their inherent or acquired 
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characteristics” (1). In a binary classification problem, fairness is often judged by comparing the 

false positive rate with the false negative rate from predictions (Binns, 2018; Chouldechova & 

Roth, 2018; Das, Dantcheva, & Bremond, 2018; Mehrabi et al., 2019; Srivastava, Heidari, & 

Krause, 2019). This standard is known as treatment equality and is a form of statistical fairness. 

Treatment equality will be the standard for fairness utilized in the analysis section. 

Sources of Bias 

 Bias can exist in many different locations throughout the machine learning process. The 

most common site of bias is in the dataset. This bias can permeate through the entire model 

because the algorithm learns based on the information it is given.  Distributions in a dataset can 

present biased representations of reality.  For example, Zhao, Wang, Yatskar, Ordonez, & Chang 

(2017) demonstrated that in the imSitu training set, 77% of images representing cooking depicted 

a woman. Machine learning algorithms learn based on the data they are provided, so biases in the 

data will become reinforced in the models (Chouldechova & Roth, 2018; Howard, Zhang, & 

Horvitz, 2017; Jiang & Nachum, 2019).  

 However, bias in the dataset isn’t always so obvious. Algorithms may interpret patterns 

in data or missing values in data as meaningful characteristics. Even removing protected 

characteristics such as sex or race may not solve the issue, as descriptors such as zip code could 

lead to biased predictions if most of the region's residents belong to a minority group. These less 

visible biases in the dataset could lead to discrimination in situations such as banking loan 

approvals (Baer & Kamalnath, 2017). Missing or underrepresented data in electronic health data 

could be interpreted as a meaningful pattern and influence a patient's diagnosis (Char, Shah, & 

Magnus, 2018; Gianfrancesco et al., 2018). 

 Bias can also exist within algorithms as choices made by developers or designers. 

Unfortunately, the algorithms that are supposed to be unbiased are designed by humans who 
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have biases that are often unconscious (Chouldechova & Roth, 2018; Jiang & Nachum, 2019; 

Yapo & Weiss, 2018). Two developers may have completely different views of the world based 

on their lived experiences. This bias is more difficult to address if all developers or designers 

involved with the algorithm share the same beliefs. Incorporating diversity in the staff and 

involving diverse roles beyond developers in the algorithm design are recommended solutions 

for reducing human bias in algorithms (Yapo & Weiss, 2018). 

Challenges in Removing Bias 

 Removing bias in machine learning can be difficult for a multitude of reasons. First, not 

all bias is considered “bad” (Mooney, 1996). For example, some statistical analyses prefer a 

higher false positive or false negative rate depending on either outcome's consequences. In a 

medical setting, a false positive diagnosis may lead to more testing, where a false negative could 

lead to a lack of treatment for that disease or ailment. Bias is generally considered “bad” when it 

harms various protected attributes or groups (Mehrabi et al., 2019; Srivastava et al., 2019; Yapo 

& Weiss, 2018). However, in some situations, accuracy is still valued over statistical equality. A 

study from Srivastava et al. (2019) demonstrated that when the risks of a false prediction were 

high, the model's accuracy was more important to participants than equality between groups. The 

tradeoff between accuracy and fairness is an issue that requires analysis when implementing a 

model. The decision to prioritize accuracy or fairness often depends on the goal of the model. 

When a protected feature, such as age, sex, or race, is biased against, the model can harm 

minority groups, and the developers should prioritize fairness. 

 Another challenge exists because many machine learning algorithms are viewed as a 

"black box" where the details and specifications are too complicated for non-experts to 

understand (Cai et al., 2019; Salvi, Acharya, Molinari, & Meiburger, 2020; Yapo & Weiss, 

2018). This challenge is particularly present in the modern-day, where more and more industries 
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are utilizing machine learning techniques without hiring technical experts to build or analyze 

their models. Treating the model as a black box has led to many suggestions for bias mitigation 

before and after the analysis of the data rather than within the algorithm itself. 

 A third main challenge is that real-world samples may not be representative of the visual 

world (Das et al., 2018; Kholsa et al., 2012). The Labeled Faces in the Wild dataset, which is 

often used as a benchmark, contains images with a distribution of 77.5% male and 83.5% 

Caucasians (Das et al., 2018). Kholsa (2012) discusses that adding additional data from another 

dataset may decrease a model's performance. In an attempt to mitigate this issue, Intelligence 

Advanced Research Projects Activity (IARPA) has created an initiative to release a dataset 

standard for diversity in human images (Das et al., 2018). Many tools, such as IBM's AIF306 

and Google's What-If, can allow data scientists and developers to identify if their dataset 

contains an unfair distribution of data. 

Proposed Solutions 

 There are three main approaches to removing bias from a model: preprocessing, in-

processing, and postprocessing. Each of these approaches attempts to address bias in a different 

stage of analysis. 

 Preprocessing. Preprocessing strategies attempt to mitigate any bias directly in the 

dataset before the algorithm sees the data. One method of preprocessing is oversampling, where 

data points within the minority categories are replicated to create more equality in the 

representation of each class. However, oversampling can increase the likelihood of overfitting 

since the algorithm sees similar data points multiple times for that class (Wang et al., 2020). 

Another preprocessing method weighs the input variables to lessen protected attributes' influence 

on the prediction (Jiang & Nachum, 2019). Preprocessing image data can consist of blurring, 

changing the color mode, and segmenting the images. These adjustments reduce the noise in the 
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data to minimize the features the algorithm needs to process and identify. Another suggestion 

from Balakrishnan et al. (2020) recommends breaking the dataset into more detailed subsets to 

ensure each specific group is adequately represented. 

In-Processing. In-processing occurs when bias mitigation techniques are utilized within 

the algorithm’s layers. Kim et al. (2019) employ a structure in which their algorithm learns the 

bias present and how to extract features independent of the bias. Other options include utilizing 

optimizers, such as Adam, that handle bias correction by using an adaptive learning rate. 

Throughout training, weights for each parameter are estimated after each step, adapting to the 

training data. Another approach includes specifying weights based on the distribution per class to 

be utilized within the model fitting. 

Postprocessing. Postprocessing is a bias mitigation technique that is applied to the output 

of the model. Most postprocessing methods function by reweighing and relabeling the model’s 

predictions based on the algorithm's statistical fairness with a focus on protected groups 

(Agarwal, Beygelzimer, Dudík, Langford, & Wallach, 2018; Jiang & Nachum, 2019).  However, 

many of the postprocessing algorithms require the specification of the unprivileged group of 

attributes. In image classification, the input to the algorithm typically includes three-dimensional 

arrays of pixel data. This structure makes it challenging to identify a feature that should be 

protected, making the use of these types of algorithms uncommon in image classification. 

However, one could reweight the algorithm's estimates manually by specifying a weighted 

distribution for each class value, adjusting the distribution for fairer results.  

METHODOLOGY 

 To demonstrate dataset bias in a machine learning model, I implemented a Convolutional 

Neural Network model to classify images of dogs and cats. All code utilized is included in the 

appendix. To demonstrate a biased model, I intentionally processed only a portion of the cat 
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images and the entirety of the dog images. With this distribution, I created a baseline model with 

no bias mitigation techniques. The techniques to mitigate the bias focus on preprocessing and in-

processing. In the following sections, I describe the specific details regarding the data, 

algorithms, and methods used to set up the experiment.  

Data 

 I downloaded the original image dataset for this problem from Kaggle. (Microsoft 

Research, 2013). It consisted of 11,052 images of Cats and 12,499 images of dogs separated into 

folders by label. Before analysis, it was necessary to clean and prepare the images. A handful of 

the pictures were either corrupted files or in black and white. I removed these images, and all 

remaining images were resized to 100 by 100 pixels for a consistent input size. These remaining 

color images were all processed in RGB mode, containing three layers corresponding to red, 

green, and blue. Specifying the mode ensured the shape of each image's pixel data was consistent 

for processing. The final cleaned dataset consisted of 11,050 cat images and 12,493 dog images. 

Figure 1 displays a sample of the processed dataset. 
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Figure 1: Image examples after processing and resizing. 

For this experiment, I processed only 3,000 of the cat images, resulting in a data sample 

containing four times more dog images than cat images. I then split the dataset into training and 

validation sets, where 70% of each class was dedicated to training, 20% of each class was 

dedicated to validation, and the remaining 10% of each class was dedicated to testing. Figure 2 

depicts this distribution of training and validation data. The final split for the biased dataset 

resulted in a training set with 2,100 cat images and 8,745 dog images, a validation set with 600 

cat images and 2,498 dog images, and a testing set with 300 cat images and 1250 dog images.  
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Figure 2: Training, validation, and testing split from the biased dataset. 

Algorithm 

In this experiment, I built a model to act as the base model for each technique utilized. 

The algorithm constructed was a TensorFlow Keras Model, based on models from previous 

studies (Jain; Saha, 2018). TensorFlow is a widely respected and utilized module for machine 

learning, and as of 2016 is used by over 150 teams at Google (Bonaccorso, 2018). Figure 3 

visually depicts the structure of the model built for this analysis.  

The first layer of the model is the input layer, which has an input shape (100, 100, 3).  

The input shape represents the size of the images, 100 by 100 pixels, and the color mode of the 

images, where 3 denotes RGB images. This input layer is then passed into a convolution layer 

with 16 filters. This first convolution layer is utilized to capture edges, colors, and other low-

level features of the image (Saha, 2018). 
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Figure 3: Breakdown by layer of the TensorFlow Keras model utilized. 

The convolution layer is then passed into a two-by-two max-pooling layer. The pooling layers 

reduce the previous layer's output size while also extracting dominant features and suppressing 

noise in the images (Saha, 2018). These two layers form the first layer of the convolutional 

neural network. I added a second layer consisting of a convolution layer with 32 filters and a 

two-by-two max-pooling layer to identify additional low-level details of the images. The output 

of this second layer is then flattened before being entered into the fully connected layer. This 

layer is a dense layer with 64 input nodes and utilizes the Rectified Linear Unit (ReLU) 
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Activation Function. The ReLU activation function returns only positive values inputted and 

returns 0 for any negative values. This behavior typically enhances the performance of the model 

by maintaining a distribution between positive values. The connected layer's output is passed 

into a dropout layer with a dropout rate of 0.5. This layer prevents overfitting by randomly 

dropping nodes. Finally, the dropout layer outputs are passed into an output layer that utilizes 

sigmoid activation and a single node. The output of this node is a value between 0 (Cat) and 1 

(Dog). The model was compiled using the Adam optimizer with a learning rate of 10-6. The 

Adam optimizer iteratively updates the weights as training occurs, increasing the performance of 

the model. Each model was fitted over 30 epochs with a batch size of 32 inputs.  

Techniques  

 In an effort to remove any bias in the model's output, I introduced several preprocessing 

and in-processing methods to the baseline model described above.  

 The first technique tested was the preprocessing technique of data augmentation (AUG). 

This technique consisted of augmenting a copy of all 3,000 cat images to the dataset by rotating 

and adding noise to the image, creating a slightly different copy of each image. Figure 4 depicts 

a few examples of this transformation on cat images. After augmentation, there existed 6,000 cat 

images and 12,493 dog images. These images were then split into training, testing, and validation 

using the same method as the baseline model, which resulted in 4,200 images of cats and 8,745 

images of dogs for training, 1,200 images of cats and 2,498 images of dogs for validation, and 

600 images of cats and 1,250 images of dogs for testing. 
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Figure 4: Sample images before and after augmentation. 

 The second method explored was a preprocessing technique that reduced the number of 

dog images processed by the model (RED). I reduced the number of dog images to 4,500. This 

reduction resulted in a training set of 2,100 cat and 3,150 dog images, a validation set of 600 cat 

and 900 dog images, and a testing set of 300 cat and 450 dog images. 

 The third method was an in-processing technique that introduced an initial bias measure 

to the model (INIT). Setting the initial bias allows the model to make a better first guess of 

values, reducing the model's initial loss. One can calculate a suggested initial bias value using 

(1). Using this formula, the initial bias value used for this dataset was -1.427. 

𝐼 =  ln(
𝑐𝑎𝑡𝑠

𝑑𝑜𝑔𝑠
),   (1) 

where I is the initial bias, cats is the number of cat samples, and dogs is the number of dog 

samples in the database. 
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 The fourth method utilized was another in-processing technique of introducing class 

weights within the fitting of the model (WEIGHTS). Adding these weights increases the 

influence of the inputs of the class with fewer samples. As suggested by TensorFlow’s guide to 

handling imbalanced data (TensorFlow), I calculated the class weight for each class by utilizing 

(2). The class weight for the dog class was 0.62, and the weight for the cat class was 2.58. 

𝑊𝑐 = (
𝑡𝑜𝑡𝑎𝑙

2𝑐
) ,   (2) 

where Wc is the weight of class c and total is the total number of samples in the dataset. 

ANALYSIS 

 The accuracy, false negative rate, false positive rate, and difference between false 

positive and false negative rates for each method are displayed in Table 1. The false positive rate 

(FPR) is calculated using (3).  

𝐹𝑃𝑅 =  
𝐹𝑃

𝐹𝑃+𝑇𝑁
 , (3) 

where FP is the number of false positives and TN is the number of true negatives predicted. 

Similarly, the false negative rate (FNR) is found using (4).  

𝐹𝑁𝑅 =  
𝐹𝑁

𝐹𝑁+𝑇𝑃
 ,  (4) 

where FN is the number of false negatives and TP is the number of true positives predicted. 

Table 1 depicts the measures from predicting on the unseen testing dataset. The best score for 

each criterion is bolded in the table. 

By examining the table, one can see that while the WEIGHTS method did decrease the 

difference between rates, it slightly overweighted the Cat class, resulting in a significant increase 

in the false negative rate. The class weighting caused a shift in false positives and false negatives 

in the opposite direction of the baseline model, causing the false negative rate to be higher than 

the false positive rate. To further explore the class weights technique, I ran an additional model 
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where the class weight of the cat class was calculated by including 2.25 instead of 2 in the 

denominator of (2) (WEIGHTS2). The goal in slightly decreasing the cat class weight was to 

achieve a more balanced result where the cat class is more accurately predicted. This model's 

new class weights were 0.62 for the dog class and 2.07 for the cat class.  

 Accuracy False Negative 

Rate 

False Positive 

Rate 

Difference in 

Rates 

BASELINE 0.803 0.010 0.977 0.967 

AUG 0.828 0.006 0.518 0.512 

RED 0.604 0.169 0.737 0.568 

INIT 0.803 0.010 0.973 0.963 

WEIGHTS 0.517 0.535 0.263 0.272 

WEIGHTS2 0.610 0.386 0.407 0.021 

Table 1: Performance measures for bias mitigation techniques on the testing dataset. 

Augmenting the images resulted in the highest accuracy and slightly decreased the 

difference in rates, but it could have caused some overfitting in the model, which would cause 

the model to perform poorly on new images of cats. Overfitting is a common concern with 

augmentation and oversampling in data analytics. 

I anticipated that reducing the number of dog images would severely decrease the model's 

performance in terms of accuracy. Still, it could potentially be a solution if bias mitigation were 

the primary goal of the experiment. Compared to the baseline model, the difference in rates 

decreased, but the WEIGHTS2 method resulted in better accuracy and a lower difference in 

rates. 

Utilizing the initial bias measure in INIT resulted in measures that were comparable to 

the baseline model. This method had no significant effect on the model. 
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The WEIGHTS2 method ultimately resulted in the least biased model with a difference in 

rates of 0.021. However, this improvement in fairness came at the cost of reduced accuracy. The 

goal of this experiment was to reduce the bias of the model, but in industry, it is important to 

examine the business case when setting performance measures for a model. 

CONCLUSION 

As machine learning becomes more accessible across industries, companies must analyze 

their models to ensure the algorithms aren’t biased against protected groups or features. Bias can 

manifest within datasets as unequal distributions of classes and within algorithms from choices 

made by programmers and designers. When bias is present in a dataset, algorithms may interpret 

the bias as meaningful to the analysis, which leads to biased results. 

The process of addressing model’s bias can focus on three locations of the model. 

Preprocessing attempts to address the bias before the algorithm sees the data. In-processing 

occurs when the bias is handled within the algorithm itself. Postprocessing analyzes the outputs 

of the algorithm and addresses bias in the results to create a fairer distribution.  

Demonstrating an image classification model on an intentionally biased dataset resulted 

in a baseline model with a severe difference between false positive and false negative rates. 

Augmenting the data and including class weights within the algorithm were the two most viable 

options given the results. Specifying the class weights was the most successful method for 

removing bias, but it did result in a notable decrease in accuracy. 

The goal of classifying images of dogs and cats in this experiment demonstrates a simple 

situation in which bias may not significantly impact the groups involved. In this problem, a 

developer may prioritize accuracy over bias mitigation since dogs and cats are not considered 

protected groups. However, in a more complex situation with higher stakes, the model's fairness 

should be analyzed to ensure safety and equality in predictions. Mitigating bias will continue to 
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be a prominent topic of conversation as machine learning continues to become more accessible 

across industries. 
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APPENDIX 

This section contains the code utilized in the experiment in this paper. If this paper is in 

Word format, each file is inserted as a Word document and can be double clicked to view the 

entire file. main.py includes functions that specify the calls for each experimental setup. 

ImageProcessor.py includes the function to process image data from the given directory and the 

functions that augment the image data. DataProcessor.py contains the functions that prepare the 

data for modeling and functions to get the weight values for the initial bias and the class weights. 

Model.py contains the functions to built and fit the Keras model. DataVisualizer.py contains 

functions that create visuals for the training and testing split as well as results from the model. 

ResizeImages.py includes code for resizing the images from the dataset to the size 100 by 100 

pixels and ensures all images are of type RGB. 
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